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ABSTRACT: A major problem in the extraction of the reaction probability in bimolecular
processes is the disentanglement from the influence of molecular diffusion. One of the
strategies to overcome it makes use of reactive solvents in which the reactants do not need
to diffuse to encounter each other. However, most of our quantitative understanding of
chemical reactions in solution between free partners is based on the assumption that they
can be approximated by spheres because rotation averages their mutual orientations. This
condition may not be fulfilled when the reaction takes place on time scales faster than that
of molecular reorientation. In this work, the fluorescence quenching of two very similar
polyaromatic hydrocarbons with different electric dipole moments is measured. The
concentration of a liquid electron-donating quencher is varied from very dilute solutions to pure quencher solutions. In both
cases, the thermodynamics of the reactions are very similar and, according to the Marcus expression, the kinetics are expected to
proceed at similar rates. However, one of them is 10 times faster in the pure quencher solution. This difference starts at relatively
low quencher concentrations. An explanation based on the fluorophore−solvent dipole−dipole interaction and the consequent
orientational solvent structure is provided. The orientational correlation between fluorophore and quencher is calculated by
means of computer simulations. Important differences depending on the fluorophore dipole moment are found. The kinetics can
be explained quantitatively with a reaction−diffusion model that incorporates the effects of the presence of the dipole moment
and the rotational diffusion, only in the highest quencher concentration case, but not in dilute solutions, most likely due to
fundamental limitations of the kinetic theory.

■ INTRODUCTION

Extracting the intrinsic chemical reactivity from the kinetics of
freely diffusing reactants in liquid solution is not a simple task.
As the influence of diffusion may mask the reactivity, several
strategies have been proposed and applied to circumvent this
problem. One of them consists of chemically linking the
partners1−3 though the influence of the ensuing molecular
modifications poses additional interesting questions, like the
role in the transfer reaction of the bridge linking the donor and
acceptor moieties, or the associated spin dynamics.4,5 Another
option is to freeze the solution6,7 but this changes considerably
the properties of the medium. Nowadays it is also possible to
explore the time scales on which the molecular translation has
not yet started, influencing the reaction using ultrafast
spectroscopy. In this latter case, the concentration of the
reactant, a fluorescence quencher, has to be increased to
observe the so-called “static” reaction regime, in principle free
of the influence of diffusion. The ultimate limit is of course a
solvent which is reactive itself. Several experimental and
theoretical works have explored this approximation, leading
to very interesting results and opening more new questions as
the dynamics obtained were not as simple as expected. For
instance, Yoshihara and co-workers8,9 interpreted their data in
terms of the two-dimensional Sumi−Marcus model of electron
transfer.10 In the two-dimensional model, there are two

reaction coordinates: one due to the solvent polarization and
a second due to the low frequency modes of the reacting
system with two corresponding reorganization energies.
Fleming’s group proposed a coupling to the solvation dynamics
of the fluorophore using nonlinear response functions ex-
pressed in terms of both solvation dynamics and reaction
kinetics.11 Castner et al. proposed a dynamical electronic
coupling matrix element modulated by both inner-sphere and
outer-sphere nuclear dynamics.12 A similar idea can be found in
the works by Tachiya and Scherer who incorporated several
dynamic variables to the problem, giving special relevance to
the different contributions to the reorganization energy from
intramolecular vibrations, relative motion of donor and
acceptor and the rearrangement of the solvent.13,14 Kuzmin
and co-workers considered a continuous distribution of matrix
coupling elements due to the statistical distribution of reacting
pairs.15 Finally, Vauthey et al. proposed a simple model with
different solvation layers to explain the difference observed in
the quenching dynamics of perylene (PER) and 3-cyanoper-
ylene (CNPER) in anilines.16,17 This latter example has the
advantage of keeping most of the parameters of the reaction
constant on changing the system, the dipole moment of the
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fluorophore and therefore the solvation around it being the
major difference. The question posed is whether the differences
in the cybotactic region come from a higher quencher density
around CNPER or from an orientational correlation that favors
the reaction. If so, and as the reaction takes place on the time
scale of molecular rotation, this factor should also be taken into
account.
Even though nowadays the position of atoms in molecules

can be assessed by crystallographic methods and their shape
envisaged by atomic force microscopy,18 the most developed
statistical models accounting for bimolecular chemical reactions
in solution, with few exceptions,19−21 still treat them as spheres
and consider the environment as a structureless liquid.22,23 This
useful simplification is based upon the fact that rotational
diffusion averages orientations faster than molecules approach
each other by translational motion.22 Moreover, even if this was
not the case, the multitude of possible relative orientations
between the two reaction partners washes out the effect of any
particular orientation. This had already been considered by
Smoluchowski in his seminal work24 describing the coagulation
of colloid particles, entities much bigger than the solvent
molecules and of a well approximated spherical shape. Despite
the disparity of sizes between colloids and molecules, the
kinetic theory of diffusion influenced reactions expanded using
the same assumptions, namely spherical solutes and a
continuum solvent. However, the general opinion in the field
has been that these assumptions do not greatly hinder the
applicability of the models, as reflected in the chapter devoted
to them by S. A. Rice in his influential book, in which he
considers quite unlikely the rotational effects to be important
for reactions involving hydrocarbons in liquid solutions.22 On
the other hand, the positional correlations driven by the solvent
structure have recently been considered to explain experimental
results.25,26 The complete mathematical formalism entangling
all diffusion modes, translational and rotational, has been well
summarized by Zhou and Szabo27 but, to the best of our
knowledge, has not been exploited experimentally yet, at least
for molecules not much bigger than the solvent. Since then, the
theoretical study of diffusion influenced reactions has lived a
major revolution and normalization process.23 The advent of
encounter theories has made it possible to introduce almost any
reactivity, either distance dependent or spin-state depend-
ent,28,29 as well as liquid structure and hydrodynamic
effects.25,30−32 In fact, the influence of orientation has been
treated in this context for rationalizing the enzyme−protein
interactions (or, in general, spherical reacting entities with
active and nonactive sites)21,33−36 and linked reactants
systems.37,38 However, the question about the simpler
molecular systems, classically studied in liquid solutions,
remains unanswered.
According to Rice, molecular rotations average on the 100 ps

time scale in low viscosity solvents.22 Therefore, their effects
should be appreciable on picosecond and subpicosecond time
scales. The question is if the effects of preferential orientations
in photoinduced chemical reaction kinetics would be
recognized or if they would simply pass for a numerical
correction factor in the reactivity. In fact, this latter approach
has already been suggested and incorporated in the spherical
problem.39 To discriminate between these two possibilities, one
would need to compare two reacting systems differing only in
their rotational diffusivity or in the intermolecular interactions.
Additionally, changes in molecular structure usually lead to
changes in their dipole moments. In fact, dipole−dipole

interactions greatly affect molecular solvation and rotation,
creating orientational correlations in a liquid that configure its
structure around the solute. Moreover, it has been theoretically
shown how the dipole moment may affect the reactivity, as in
the case of electron transfer.40

In the case of electron transfer, several works have already
pointed out the importance of the relative orientation to the
reactivity and consequently to the kinetics. Marcus et al.
explicitly derived the expressions for the coupling matrix
elements as a function of the angle between the reactants.41

Fayer and co-workers developed a formalism for the case of
randomly distributed anisotropic reactants in frozen solutions.42

Additionally, Scherer has recently analyzed the quenching
kinetics in N,N-dimethylaniline. The electronic states were
calculated quantum mechanically as well as the coupling matrix
element, whereas the diffusion was treated classically by means
of molecular dynamics simulations.13

To determine the extent of the influence of the orientational
correlations in the liquid phase, we have chosen fluorophores of
very similar characteristics, PER and CNPER. Still, the reaction
has to be as simple as possible, as is the case of electron transfer
or charge shift. Besides, the reaction has to proceed on a very
short time scale as compared to translational diffusion; this can
be accomplished by using a reacting solvent like N,N-
dimethylaniline (DMA).12,14,16,17,43 In fact, a difference in the
solvation of PER and CNPER in DMA has been suggested to
explain the almost 10-fold difference in their fluorescence
decays.16,17 How should this difference be quantified in the
context of diffusion? And more importantly, is this difference
also present at low quencher concentrations? In other words,
are rotational diffusion, mutual orientation, and liquid structure
influencing the bimolecular reactions more than suspected? If
this is the case, the interpretation of a number of experimental
results should be revised to take these issues into account. This
work is an attempt to assess the limits of this effect.
The article is organized as follows: we first describe the

experimental procedures and the details concerning the Monte
Carlo (MC) simulations of the liquid structure. The diffusional
model that introduces the mutual orientation of the reactants
and the excluded volume effects through the liquid structure
and the rotational diffusion is also presented. In the next
section, the results of the MC simulations and of the time-
resolved experiments in pure DMA, as well as the Stern−
Volmer plots obtained by decreasing the DMA concentration,
are presented. The consequences of the structures around the
two different fluorophores obtained from MC simulations as
well as the reactivity model are then explained. This reactivity
model is embedded into a reaction−diffusion model. Finally,
the experiments are compared to the calculations performed
using the former model, and the limitations and advantages of
the model are discussed.

■ EXPERIMENTS AND METHODS
Experimental Section. Perylene (PER) was purchased

from Aldrich and recrystallized in benzene. 3-Cyanoperylene
(CNPER) was synthesized and purified according to ref 44.
N,N-Dimethylaniline (DMA) was purchased from Aldrich and
distilled under reduced pressure. Benzylacetate (BA) was
purchased from Aldrich and used as received. The choice of
BA as cosolvent is based on its similar macroscopic character-
istics to DMA. Moreover, it is also an aromatic solvent, has a
similar molecular size and its electric dipole moment is very
close to that of DMA (cf. Table 1 and Scheme 1). The major
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difference between BA and DMA is thence the oxidation
potential and therefore their ability as electron donors.

The stationary absorption spectra were recorded with a Cary
50 spectrophotometer. Steady-state fluorescence was measured
with a Cary Eclipse spectrofluorometer. Absorption, fluores-
cence emission, and fluorescence excitation spectra are given in
the Supporting Information. The purity of the fluorophores is
high enough not to show any parasitic bands in any cases.
DMA, the quencher, was distilled under low pressure and did
not show any absorption bands other than those corresponding
to the compound in accordance with the literature data. BA was
used as received and showed no impurities in the absorption
spectra. None of the solvents showed any fluorescence emission
when excited at the wavelengths used in this work. Time-
correlated single photon counting (TCSPC) measurements
were performed using a home-mounted apparatus using Pico-
Quant laser diodes (395 nm LDH-PC-400B), a Becker-Hickel
SPC card, and a water-cooled Hamamatsu MCP-PMT. This
arrangement leads to an instrument response function of 70 ps
full width at half-maximum (fwhm). Shorter fluorescence
decays were recorded with a commercial fluorescence up-
conversion (FU) apparatus, pumped by frequency doubled 800
nm 100 fs pulses from a Ti:sapphire laser (Spectra-Physics)
working at 80 MHz. The instrument response function of this
setup was 200 fs (fwhm).16,17 Alternatively, a home-built FU
apparatus using a KMLabs Ti:sapphire laser with an instrument
response function of 70 fs (fwhm) was used.32

In the high DMA concentration range, the samples were
prepared by adding BA to the pure quencher solutions, whereas
the inverse procedure was used in the low DMA concentration
range. The fluorophore absorbance at the excitation wavelength
of the samples was about 1 on 0.1 cm for the FU measurements
and around 0.1 for the steady-state and TCSPC experiments.
The FU cells were 0.4 mm thick and were continuously rotated

during the measurements. The samples were purged from
oxygen by bubbling Ar for 15 min, except in the high
concentration range where the oxygen influence is negligible
due to the large reaction yield and fast quenching by DMA. The
Stern−Volmer (SV) plots were constructed by integrating the
FU decay kinetics normalized to 1 at the instrumental zero time
in the large DMA concentration range (up to 1 M DMA) or by
integrating the fluorescence spectra in the low concentration
range. Whenever the fluorescence decay kinetics expanded
beyond the time window of the FU, i.e., 2 ns, they were
completed with the TCSPC data to provide kinetics decaying
to zero for the integration. As observed in the SV plot, the lack
of discontinuities points to a correct data handling.

Monte Carlo Simulations. To assess the relevance and
magnitude of the influence of the liquid structure, we have
carried out computer simulations to study the differences in
fluorophore−quencher positional and orientational correlations
for the PER and CNPER systems in pure quencher DMA
solutions. For this purpose, Monte Carlo (MC) simulations at
constant number of particles, volume, and temperature (MC-
NVT) have been carried out. A total of 1500 particles of
quencher (DMA) and one particle of fluorophore (PER or
CNPER) have been placed in a cubic box of Lx = Ly = Lz = 6.8
nm size. Periodic boundary conditions have been applied as
usual.45 All the particles have been considered as hard oblate
spherocylinders.46 This is a realistic model for disklike
molecules where the particles are modeled with oblate
spherocylindrical shape with total diameter D and thickness T
(Figure 1 in ref 46 and the bottom panel of Figure 1). As the
particles studied in this work have different sizes, an extension
of the algorithm for the monodisperse case46 has been
employed. Besides this, CNPER and DMA have an electric
dipole moment in the molecular plane. With these consid-
erations, the intermolecular interaction potential is given by

⃗ = ∞ ∀ <u X d T( ) M ij

μ μ

μ μ
ϕ θ θ ϕ

ϕ θ θ ϕ
ϕ ϕ θ θ
θ θ

⃗ = ̅ ̅ − ̅ ̅ ̅ ̅
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where r is the distance between the centers of mass of the disks,
μ1 and μ2 are the norms of the dipole moments, Tij = 0.5(Ti +
Tj) is the contact distance between two particles, and Ti (Tj) is
the thickness of each species. We have considered a diameter of
D = 10.8 Å for PER and CNPER, whereas that for DMA and
BA has been taken as D = 6.5 Å. For all the particles, the
thickness was set as T = 4 Å. The dimensions of the particles
were such as to reproduce the van der Waals volume of the
molecules as obtained from a semiempirical quantum
mechanical optimization of their ground-state geometries
using the AM1 method. dM is the minimum distance between
the central disks of the spherocylindrical particles.46 The
definition of the remaining geometrical parameters can be
found in Figure 1. The dipolar term appears only with CNPER
and in the interaction between DMA particles for both cases.
Induced dipole contributions and other higher order terms
have been neglected. The long-range dipole−dipole interaction

Table 1. Properties of PER, CNPER, DMA, and BA

Fluorophores

μ, D
Ered, V

(vs SCE) τ, ns
E(S1),
eV

ΔGET, eV
(εS = 37.5)

ΔGET, eV
(εS = 5)

Pe 0 −1.67 4.4 2.8 −0.44 −0.13
PeCN 4.2 −1.36 4.6 2.6 −0.54 −0.22

Solvents

μ, D
Ered, V

(vs SCE) nD
d εS

d τL, ps η, cPd
ρ,

g/mLd

DMA 1.61 +0.81a 1.558 4.97 15c 1.41 0.956
BA 1.22 +2.56b 1.523 5.1 10.7e 2.32 1.051

aFrom ref 60. bPeak potential from ref 61. cFrom ref 62. dFrom ref 63.
eFrom ref 64

Scheme 1. Chemical Structures of PER, CNPER, DMA, and
BA
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was handled with the reaction field method with a dielectric
constant of 5 (cf. Table 1).26 The simulations have been done
as follows: the position of the unique fluorophore particle was
fixed in the center of the simulation box, whereas the DMA
molecules could move and rotate freely. 106 MC cycles were
necessary to thermalize the system, 5 × 106 additional MC
cycles were needed to obtain meaningful statistical data. A MC
cycle consists of 1500 trials to move and/or rotate a randomly
chosen particle. These computer simulations were used in the
context of this work to investigate the positional and
orientational correlations between fluorophore and quencher
molecules. For this, the radial distribution function g(r) and the
orientational probability between the dipolar vectors f(ϕ) at a
given distance have been calculated. Radial distribution
functions have been calculated according to

∑
π ρ

δ= ⟨ − ⟩g r
r

r r( )
1

4
( )

j
j2 1

(2)

Here ρ is the density of DMA molecules and r1j is the distance
between centers of mass of the fluorophore and of the jth DMA
molecule. In the simulation, the Dirac delta function has been
replaced by unity in a small range of width Lx/(2nhist) around r,

with Lx being the size of the simulation box and nhist being the
number of divisions used in the histogram set to 100. g(r) was
evaluated and accumulated in a histogram with nhist divisions
during the simulation. The brackets stand for the ensemble
average. f(ϕ) was calculated with the expression

ϕ δ ϕ ϕ= ⟨ − ⟩f
N

( )
1

( )
j

j1
(3)

with the condition that the distance between the particles was
in the interval 4 Å < r1j < 6.5 Å. In this expression ϕ1j = a
arccos(⇀e m1·⇀e mj), where ⇀e m1 is a vector in the molecular plane
of the fluorophore coincident with the orientation of the dipole
for CNPER. ⇀e mj is the orientation of the dipole in the DMA
molecules (Figure 1). Nj is the number of DMA molecules in
the simulation box. Again, the Dirac delta has been replaced by
unity in a small range of width 2π/20.

Diffusion−Reaction Model. Considering the time window
probed in our experiments in pure DMA (up to 50 ps), there is
enough time for the molecules to rotate. Furthermore, at lower
DMA concentrations, translational motion is also feasible.
Therefore, we need to implement these diffusive motions into
the model.
As discussed above, the model has to take into account the

shape of the molecules with their dipole moments and the
interaction due to them between the reactants both in the
reactivity and in their motion. We move thus away from the
spherical approximation, so the diffusion operator must account
for rotational diffusion as well.
In analogy to the differential encounter theory (DET),22 the

temporal evolution of the excited fluorophore population (N*)
in a quenching reaction by a species of concentration c is
described by

τ
∂ *

∂
= − * − *N t

t
k t cN t

N t( )
( ) ( )

( )
(4)

where τ is the fluorescence lifetime, and k(t) is the time-
dependent quenching rate. This quantity is defined as

∫= ⃗ ⃗ ⃗k t w X n X t X( ) ( ) ( , ) d
X (5)

where n(X⃗,t) is the fluorophore−quencher pair distribution
function and w(X⃗) is the intrinsic rate of the elementary
reaction responsible for the quenching, charge transfer in the
present case. These two quantities depend in principle on all
the positional and orientational coordinates of the particles,
namely X⃗. n(X⃗,t) is the solution to the diffusional auxiliary
equation

∂ ⃗
∂

= − ⃗ ⃗ + Δ ⃗n X t
t

w X n X t n X t
( , )

( ) ( , ) ( , )
(6)

To define the diffusional problem, we have considered a fixed
reference frame in the fluorophore molecule (Figure 1). The
position of the quencher molecule is defined by the position
vector of its center of mass, the orientation of the molecule, and
the orientation of the dipole. The orientation of the quencher
molecule will not be considered explicitly in the solution of the
diffusional eq 6. It will be introduced indirectly through steric
effects and considered explicitly in the simulations, as explained
below. With this, the variables involved in the diffusional
problem are X⃗ = (r, ϕ1, θ1, ϕ2, θ2). They are the intermolecular
distance, the azimuthal and polar angle of the center of mass
position vector, and the azimuthal and polar angle of the dipole

Figure 1. Scheme of the simulated objects and definitions of the
geometry (see eqs 1−3 in the text). Top panel: representation of the
shape of the particles and the vectors involved in the calculations. The
mathematical definition of the vectors is provided in the inset. Bottom
panel: Geometrical parameters of oblate spherocylindrical particles.
The top and side views of a spherocylinder particle are shown.

The Journal of Physical Chemistry A Article

dx.doi.org/10.1021/jp407203r | J. Phys. Chem. A 2013, 117, 8814−88258817



of the quencher molecule with respect to the framework
defined in Figure 1, respectively (see Figure 1 for more details).
The diffusional operator has the form27
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where g(X⃗) is the pair distribution function of the liquid that
represents its structure. Dr is the mutual translational diffusion
coefficient (65 Å2ns−1), and Dθ2 (9.1 and 8.0 ns−1 for PER-

DMA and CNPER-DMA, respectively) and Dϕ2
(18.9 and 11.2

ns−1 for PER-DMA and CNPER-DMA, respectively) are the
mutual rotational diffusion coefficients.16,17 The Supporting
Information contains a detailed description of how these
parameters have been estimated.
For the solution of the diffusional problem in eq 6, initial and

boundary conditions should be specified. The initial condition
is explained in the next paragraphs. For the outer boundary
condition, a Dirichlet condition has been chosen, i.e.,

→∞
lim

r
n(X⃗,t)

= 1. The inner boundary condition for n(X⃗,t) is reflective at S,
where S is a surface in the variable space separating points not
allowed by steric effects from those allowed. This condition
ensures that n(X⃗,t) = 0 in the region not allowed by steric
conditions and, at the same time, conserves the particle density.
Besides this, periodic boundary conditions have been applied in
the angular variables.
For the initial condition of n(X⃗,t) (n(X⃗,t=0) = g(X⃗)), several

approximations have been considered in the past. The simplest
is to consider the ideal gas approximation, g(X⃗) = 1, maybe
considering an exclusion area when the particles are very close
where g(X⃗s) = 0.22 However, it is well-known that the relative
radial distribution function of molecules in liquids, at least at
short interparticle distances, is not homogeneous.25,31,32,47,48

Thus, we have taken the results of the MC simulations to
compute it (vide supra). Due to the large number of variables
involved, very long simulations would be needed to obtain this
quantity with enough statistics in all of them by direct
computer simulation. Therefore, an additional approximation
has been done using the following expression for g(X⃗)

∫
∫

β

θ θ θ θ ϕ ϕ

β

⃗ = ⃗ + − ⃗

=
⃗ + − ⃗ ⃗

g X g r F X K u X
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F X u X X

( ) ( ) ( ) {1 exp[ ( )]}

sin d sin d d d

( ){1 exp[ ( )]} d
1 1 2 2 1 2

(8)

where u(X⃗) is the dipolar energy for the configuration X⃗, given
by eq 1, β = 1/kBT, and K a normalization constant. g(r) is the
radial distribution function obtained directly by computer
simulations (Figure 2). F(X⃗) is the fraction of configurations

compatible with X⃗ that are not forbidden by steric effects. To
calculate this function, 500 configurations of the quencher
molecule compatible with X⃗ are randomly generated for each
set of variables X⃗. These configurations are checked for the
steric effect allowance using the algorithm described in ref 46.
The orientation of the quencher molecule in the diffusional
problem is introduced indirectly through F(X⃗). To check the
validity of this approximation, an orientational profile obtained
directly by MC simulations is compared in Figure 3 with the
one extracted from g(X⃗) obtained with eq 8. This figure reveals
a very good agreement between theory and simulation.

Figure 2. PER-DMA (black) and CNPER-DMA (red) radial
distribution functions obtained from MC simulations.

Figure 3. Orientational probability to find the fluorophore (PER, black
curve, CNPER, red curve) and DMA dipole vectors at an angle of ϕ.
Dashed red line: simulated for CNPER-DMA with eq 8. Dashed black
line: 1/2π dependence for the nondipolar case. The right axes and
dark green line correspond to the orientational dependence of the
reactivity for CNPER-DMA (eq 10).
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For the situation where the concentration of DMA is lower
due to the presence of BA, we have used the same function
g(X⃗). This is justified by two reasons: BA and DMA have very
similar physical properties (Table 1), and the total density of
the system does not change. These facts have as a consequence
that the liquid structure around the fluorophore does not
change from DMA to BA. In our model, the effect of the
decrease in the concentration of DMA is introduced through
the explicit dependence on the DMA concentration in eq 4.
Numerical procedures are needed for solving eq 6 with all

the conditions explained up to now. For this, the diffusional
operator has been discretized on a rectangular grid. For the
polar angles, the size of the grid is π/20 radians, whereas for the
azimuthal angles, the size of the grid is 2π/20 radians and, for r,
the size of the grid is 0.33 Å. At a maximal distance of 34 Å, the
grid was eventually truncated using the Dirichlet boundary
condition. With this, the space of variables is discretized in a
lattice of 100 × 20 × 20 × 20 × 20 points. The time integration
was carried out with an Euler algorithm with a time step of 2 fs.

■ RESULTS AND DISCUSSION
It was already observed in previous works that the fluorescence
decay of CNPER in pure DMA is much faster than that of
PER16,17 (Figure 4). This fact cannot solely be attributed to the

difference in driving forces, because, as can be seen in Table 1,
they are not sufficiently dissimilar. In fact, the integrated
fluorescence intensity of CNPER is almost 1 order of
magnitude smaller than that of PER. Both decays are far
from being monoexponential and a tentative extraction of a
single rate for the reaction has little sense. Another interesting
fact is that, on the time scale of these decays, their fluorescence
anisotropy has not completely decayed to zero (τrot/η ∼ 20−30
ps/cP16), meaning that the reaction is as fast as rotational
motion. When the donating solvent is diluted with BA, the
difference between the fluorescence decays of both fluoro-

phores decreases but never disappears. At low DMA
concentrations, the SV plots (Figure 5, left panel) are much
more similar and the rate constants approach the translational
diffusion limited rate of 3.3 × 109 M−1 s−1 (in diffusion limited
reactions out of contact as it is the case for charge transfer, rate
constants larger than the former value can be observed and
depend on the reaction driving force). Because of the similar
properties of DMA and BA (Table 1), preferential solvation at
lower DMA concentrations, as well as dramatic changes in
electron-transfer parameters or in diffusion constants can be
excluded as the causes for the observed differences. The fact
that the difference in rate constants between PER and CNPER
remains over the whole range of DMA concentrations, despite
their similar energetics for electron transfer, suggests that this
difference must be related to the presence of the dipole
moment in CNPER. This dipole moment could introduce two
differences in the reactions between PER or CNPER with
DMA: (i) the structure of the liquid around the fluorophore
and/or (ii) differences in the anisotropy of the reactivity. To
check the relative importance of these effects, we have
undertaken the theoretical approach described in what follows.
Some of the results of these simulations are shown in Figures

2 and 3. Figure 2 reveals that the fluorophore−DMA radial
distribution function is independent of the fluorophore dipole
moment. Both reactant systems show a peak at an
intermolecular distance of about 8.65 Å. This peak corresponds
to an edge-to-edge configuration (both molecules parallel and
in contact at the rims). Besides this, a small peak appears at the
center-of-mass to center-of-mass distance of 4.5−6 Å. This peak
indicates the presence of a small but relevant number of pairs of
particles in face-to-face configuration. This configuration is
important because, it maximizes the overlap between π-orbitals,
and thus their reactivity. The second sphere of coordination is
reflected by additional peaks that appear at longer distances. As
can be seen in Figure 2, there is no difference between PER
(without dipole) and CNPER (with dipole moment). Similar
results have been found by computer simulations for the case of
pure repulsive spherocylinders.46 This indicates that the
number of quencher particles at a distance from the
fluorophore where the reaction has a high probability is
controlled by entropic effects, without a relevant influence of
the dipolar interaction. Nevertheless, the relevance of the
dipolar interaction emerges when the orientational correlations
are explored. The probability to find a fluorophore and DMA
molecules with a given angle ϕ between the vectors of their
dipoles is shown in Figure 3. In this plot, only pairs of
molecules with an intermolecular distance between 4 and 6.5 Å
are considered. This interval corresponds to the first peak in the
radial distribution function. As mentioned above, at this
distance, the molecules are in face-to-face configuration due
to steric limitations. If the fluorophore molecule is the
nondipolar PER, the orientation probability plotted in Figure
3 is independent of the angle ϕ2. In contrast to this, in the case
of CNPER, there is a clear orientational correlation between
the dipoles of DMA and CNPER in their face-to-face
configuration. Furthermore, in this case, the orientational
probability shows a clear maximum at ϕ2 = π radians. This
maximum corresponds to dipoles in antiparallel orientation. As
will be shown later, the reactivity is most probably maximized
in this configuration.
From the computer simulation results shown so far, it is

possible to conclude that the dipole moment of CNPER
influences the orientation of the quencher molecules around

Figure 4. Time profiles of the fluorescence measured at 400 nm
excitation of PER and CNPER in DMA. The solid lines are the
calculations performed with the model.
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the fluorophore, enhancing the antiparallel dipolar config-
urations. If this angular configuration has a higher reaction
probability than others, the quenching kinetics should be faster.
In fact, the preferred orientation, π radians between the dipole
moments of the donor and the acceptor, can be thought of as
ideal for the electron to be transferred. Indeed, when evaluating
the coupling element from the molecular orbitals, one should
bear in mind not only the reactants but also the products. As a
matter of fact, in electron transfer theory, this quantity stands
for the coupling between the free energy surfaces of the
reactants with that of the products. In other words, the
combined wave functions of the reactants must overlap in space
with those of the products to produce a nonzero reaction
probability.49 The reactivity model presented below, although
the simplest possible in our case, assesses the former issues
reasonably well. A more detailed and precise one would require
careful quantum mechanical calculations, which are beyond the
scope of this work.12,50−53

Taking into account that the charge distributions in the
neutral and anionic forms of PER are different from those in
CNPER, due to the presence of the strong electron-
withdrawing nitrile group, we have developed a semiempirical
model for the intrinsic rate of charge transfer. A simple
semiempirical AM1 calculation is sufficient to see that the
electronic density distribution in the educts and products is
distributed evenly over the entire PER in both neutral and
anionic forms, whereas they are substantially asymmetric for
any of the two forms of DMA (larger density near the N in the
neutral and in para position with respect to the amino group of
the cation) as well as for CNPER, especially in the anionic form
(larger density near the CN group). Figure 6 summarizes the
reactivity embedded into the diffusional model. For all the
molecules studied here, the molecular orbitals involved in the
reaction are mostly of π type character and thus the reactivity is
expected to be the largest when the molecular planes are
parallel. Nevertheless, the reactivity can also be high for an
edge-to-edge configuration, as found experimentally.54 It should
be noted that, because of steric limitations, almost only
fluorophore−quencher pairs with face-to-face molecular planes

(neither tilted nor displaced) are possible when their centers of
mass are close. As CNPER and DMA are dipolar, their
molecular orbitals are concentrated in one part of the molecular
plane, whereas they are distributed over the whole molecular
plane for PER. The orbitals are modeled as disks of radius Di/2
for PER and DMA, and of radius Di/4 for CNPER, with Di
being the diameter of each molecule. The reactivity is
proportional to the overlap between these orbitals, as
schematically shown in Figure 6.
Making use of the above considerations, the following

equation for the charge transfer reactivity of PER-DMA is
obtained

θ= σ− −w X w( ) e (sin )r L
ND 0,ND

2( )/
2

2
(9)

Figure 5. Stern−Volmer plot of the fluorescence quenching of PER and CNPER in DMA-BA mixtures. The lines are the results of the model
calculations (dashed for PER and solid for CNPER).

Figure 6. Reactivity model. Red area: reaction zone in the dipolar
fluorophore (CNPER). Light blue area: top view of the fluorophore
molecule and reaction zone in the nondipolar fluorophore (PER).
Dark blue area: top view and reaction zone for quencher molecule.
The overlap area for the reaction between CNPER and DMA is
pointed out. For the reaction between PER and DMA this area
corresponds to the full DMA surface.
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whereas for CNPER-DMA

θ= −σ− −w X w N y y( ) e ( sin ) (sin )r L
D 0,D

2( )/ 2
2

2

ϕ= +
⎡
⎣⎢

⎤
⎦⎥y 2 arccos

1
2

2(1 cos )2

π=N
2

11.2462 (10)

In both cases, L stands for the decay of the orbital overlap with
distance and w0 is the pre-exponential factor or the reaction
frequency multiplied by the Franck−Condon factor. ϕ2 and θ2
are defined as above (cf. Figure 1) and N is a normalization
factor for the angular integration. Notice the similarity between
eqs 9 and 10 and the classical Marcus expression for electron
transfer

Here, i stands for either D (dipolar) or ND (nondipolar), λ
denotes the reorganization energy, ΔG is the free enthalpy of
reaction, Vσ is the coupling matrix element at contact distance
and the other variables and constants have their usual meaning.
In essence, our models are mere extensions to the classical
expression to account for the angular dependence of the
reaction probability within the geometrical discotic model used
here. However, we do not explicitly account for any of the
variables within w0,i. L is strongly affected by the introduction of
the angular dependences and therefore cannot be directly
compared to the values obtained from purely sphero-sym-
metrical models (see the Supporting Information for a further
discussion about the spherical approximation and how it
compares with the present one).
The only values that have to be adjusted to fit the numerical

calculations to the experimental results are the electron transfer
parameters L and w0,i. For the PER-DMA reactivity, the values
obtained here are L = 0.43 Å and w0,ND = 2790 ns−1. For the
CNPER-DMA reactivity, L = 0.86 Å and w0,D = 2000 ns−1. A
comparison between the kinetics in pure DMA and the
numerical result is depicted in Figure 4. The coincidence is very
good. Additionally, these values result in a ratio of the space
integrated reactivities given by

∫ ∫ =w X X w X X( ) d / ( ) d 0.62
X X

ND D (12)

This is in very good agreement with the ratio of the factors in
the classical Marcus expression (eq 11) considering the
difference in driving force (cf. Table 1) and all remaining
parameters are equal in both cases. In other words, if both the
magnitude and the spatial dependence of the coupling are
identical in the spherical approximation (see the Supporting
Information), the ratio of the intrinsic electron transfer rates,
kX, is given by

= =
λ λ

λ λ

− Δ +

− Δ +
k k/

e

e
0.62

G k T

G k TPER CNPER

( ) /4

( ) /4

PER
2

B

CNPER
2

B (13)

taking the values for ΔG listed in Table 1 and λ equal to 0.24
eV, as calculated from the Born approximation. A further
comparison of the preexponential factors of eqs 9 and 10 with
the classical Marcus expression leads to values of the coupling

matrix element of 11 and 8 meV for PER and CNPER,
respectively, which is perfectly within the limits of applicability
of the nonadiabatic electron transfer model.55 This means that,
according to our calculations, both the reorganization energy
and coupling matrix element must indeed be very similar, the
angular dependence of the reactivity and the orientational
correlation between reactants being the only major difference
responsible for the huge disparity in kinetics.
The kinetic rate constants amount to 1.1 × 106 Å3 ns−1 (0.67

× 1012 M−1 s−1) and 1.8 × 106 Å3 ns−1 (1.08 × 1012 M−1 s−1)
for PER and CNPER, respectively. Both these values and the
pre-exponential factors w0,i are of the order of magnitude of the
classical nuclear vibrations in aromatic molecules, or frequency
factors for the electron transfer reactions, which are claimed to
constitute the upper limit for the reaction rate.56 If the reaction
was limited by the solvent dielectric relaxation time, its rate
constant would amount in first approximation to 4.1 × 104 A3

ns−1 (2.5 × 1010 M−1 s−1). A simplistic analysis of the
fluorescence decay profiles of PER and CNPER in DMA gives
average decay times of 5.9 and 0.59 ps, respectively, whereas
the dielectric relaxation time (τL) in DMA amounts to 15 ps.
This means that, regardless of the point of view, the reaction is
faster than the dielectric relaxation of the solvent and somehow
controlled by the internal degrees of freedom. This situation
has been observed in many occasions for electron transfer
fluorescence quenching and has been given several explanations
(vide infra).
The Sumi−Marcus model of multimodal relaxation,10 used

and extended by Barbara and co-workers57 as well as by
Yoshihara’s group8,9 for ET in pure donating solvents, has been
successfully applied to ET reactions proceeding faster than the
solvent relaxation time. In this model, the reaction coordinate is
multiple: one due to the solvent reorganization, as in the
classical Marcus model, and the others due to internal
vibrational modes of low frequency of the reactants. This is
most likely also valid in our case. However, this model leads to
a time-dependent intrinsic rate constant, the implementation of
which, in the already very demanding model proposed by us,
would make the calculations numerically unbearable. Most
likely, to fully model these kinds of reactions, both factors,
orientation correlation and associated rotational motion, and
complex time-dependent reactivity, have to be taken into
account. However, it should be noted that in these examples,
the reactions are faster than in the present case due to larger
driving forces. Therefore, in such cases, the role of material
diffusion is less important than in the present one and has been
omitted.
Another set of factors that has not been considered in the

present analysis is related to the internal low frequency modes
of the first solvation shell of the reactants and to the associated
matrix coupling element. Castner et al.,12 Tachiya and
Scherer13,14 and Zinth and co-workers58 have stressed the
role of intra- and intermolecular vibrations on the temporal
modulation of the electronic coupling matrix element.
However, again the reactions treated by these groups were
found to be significantly faster than those studied here (30−100
fs in refs 58 and 12 compared to 500 fs here). In the present
case, cyano-group bending modes (estimated to be at around
150−300 cm−1) might have a significant effect in modulating
the instantaneous reaction probability for some mutual
orientations of CNPER and DMA. The same might be true
for some modes of DMA. To account for these effects,
calculation methods that already exist50−53 ought to be
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considered. However, it is quite likely that, despite being
relevant, these effects are time-averaged on time scales shorter
than those monitored here. Otherwise, the consistent
description of the kinetics provided by our model for PER
and CNPER in pure DMA would not be as satisfying as found.
The difference in the reaction yields, as depicted in the

Stern−Volmer plots (Figure 5) for PER and CNPER is
conserved even down to very low DMA concentrations. It is
clear that in the high DMA concentration range, this difference
is mostly attributable to the orientational effects that have just
been discussed for pure DMA. However, at very low
concentrations, this difference should become less and less
important. To better compare the steady-state results, we have
plotted the ratio of the two concentration-dependent Stern−

Volmer constants, κX(c), in Figure 7, as extracted from the
Stern−Volmer equation.

κ τ= +
I

I c
c c

( )
1 ( )0

(14)

where I0 and I(c) are the steady-state emission intensities in the
absence and presence of quencher with concentration c,
respectively, and τ is the fluorescence lifetime of the
fluorophore. Two interesting facts can be extracted from this
figure: First, at low quencher concentrations, the rate constant
for CNPER is twice that for PER, this difference remaining
constant up to a concentration of approximately 0.1 M. Second,
at higher quencher concentrations, the reaction with CNPER
becomes up to 10 times faster than that with PER. The
difference at low quencher concentrations can be attributed to
differences in the intrinsic electron transfer rate constant due to
variations in driving force and coupling. Nevertheless, the
reaction is still strongly influenced by diffusion and is not purely
kinetically controlled, as can be judged from the concentration
dependence of the Stern−Volmer constant and the absolute
values of the diffusional rate constant, kdiff, and the Stern−

Volmer rate constant at low concentration, κ0. The constant
ratio of the rates up to 0.1 M indicates that the spherical
approximation suffices in this range to explain the experimental
results. However, at higher concentrations, this approximation
has to be lifted to rationalize the experimental findings. The
reason is that, beyond 0.1 M, the static quenching regime
becomes more and more important, revealing the fine details of
the early quenching events. In our approach, this is equivalent
to having a major contribution from orientational correlations
beyond 0.1 M.
We have extended the calculation with our model to cover

the entire experimental concentration range. Though the model
qualitatively reproduces the trends of both Stern−Volmer plots,
the quantitative deviations become larger at lower quencher
concentrations. We have tested other parameter values to see if
our model could explain the region at low DMA concen-
trations. It is indeed possible to find pairs of L and w0 values
that better fit the experimental Stern−Volmer plot at low DMA
concentrations for both PER and CNPER (see the Supporting
Information for further discussion). However, we could not
find a complete set of parameters that (i) provides a good
agreement between experimental and calculated Stern−Volmer
plots at low DMA concentration and (ii) at the same time
fulfills the relation of eq 11. Besides this, with all these
alternative sets of parameters, the good agreement between
experimental and calculated fluorescence decays in the pure
DMA solvent is lost.
The fact that the model is able to satisfactorily reproduce the

very high concentration range but not the low one, points to
three possible explanations. The first is that no hydrodynamic
effect on the diffusion translational or rotational coefficients has
been introduced. It has been shown that, at low quencher
concentrations, this can be quite important and tends to reduce
the quenching efficiency.25,31,32 The second is related to the
way the quencher−quencher excluded volume effect is
introduced in the diffusional operator. Despite having been
extensively used in the past,25,30−32,47 it is known that this
approach is not fully theoretically grounded. Currently,
attempts to improve the understanding of this effect are
under way.59 In short, this excluded volume effect, hindering
the movement of the particles, is introduced via a potential
g(X⃗) like an electrostatic potential, though it could affect the
mathematical form of the diffusion operator in other ways, yet
unknown. The third explanation is related to the dynamic
nature of the electron transfer variables like the coupling matrix
element, Vσ. If this quantity or function changes with time as
coupled to the molecular dynamics (orientation and internal
vibrations of the reactants and solvent molecules), very large
coupling elements can be realized on a very short time scale.
However, if the molecules have to diffuse from larger distances
before encountering each other, the electron transfer occurs
before the large Vσ configurations can be reached. This would
translate into an effective concentration or time-dependent Vσ.
In other words, large Vσ’s would only be accessible at larger
concentrations when the relative contribution of the static
quenching to the overall quenching process is very important.
Additionally to these major issues, it is also possible to consider
a different geometrical model for the reactants in which the
dipole moments are displaced from the center of the molecules
or even slightly out of plane. This would modify the geometry
of the reactivity but would not greatly affect the structure of the
medium around the dipolar fluorophore.

Figure 7. Ratio of the Stern−Volmer constants κCNPER(c)/κPER(c) as a
function of the quencher concentration. The original experimental
data have been interpolated for a clearer comparison.
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■ CONCLUSIONS

We have shown that the fluorescence decays of the nondipolar
PER and the dipolar CNPER differ substantially in a pure
electron-donating solvent, DMA. They take place on the same
time scale as the reorientation dynamics of the reactants. The
quencher concentration dependence differs in the entire
concentration range, but the difference is constant up to 0.1
M. These findings are intriguing because no large differences
are to be expected in view of the energetics of the reaction. A
model has been developed that takes into account the liquid
structure, with orientational and positional correlations, and
their temporal evolution. This implies the necessity to consider
the rotational diffusion together with the translational diffusion,
the dipole−dipole interaction between reactants and the
anisotropic distribution of the reactivity.
The proposed model can explain the kinetics at the highest

achievable concentrations of DMA. The model suggests the
preorientation of CNPER-DMA pairs to be the reason for the
difference in kinetics. Moreover, during the reaction, little
translational diffusion (about 1 Å in 50 ps) takes place and not
much rotational (about 1 rad in 50 ps for the fastest rotation).
At lower concentrations, rotational diffusion starts to lower the
efficiency of the reaction and ultimately at very high dilution
both reactions take place close to the translational diffusion
control regime. The model correctly accounts for the
differences in the concentration dependence, although it fails
to quantitatively explain the Stern−Volmer plots. Several
reasons for this failure have been suggested, the most likely
being the limits of the binary theory (diffusional operator) used
despite the corrections introduced to account for the steric
hindrance of motion and the simplicity of the reactivity model.
Further theoretical effort is needed in this respect. More
experimental work is desirable though it is difficult to foresee
better, or simpler, chemical systems. A further work should be
performed using other liquid quenchers or changing the liquid
pressure.
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