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Resumen  

El desarrollo de la inteligencia artificial (IA) ha transformado el derecho penal y la administración de 
justicia. Desde la predicción del crimen hasta la toma de decisiones judiciales automatizadas, la IA 
ofrece oportunidades para mejorar la eficiencia del sistema judicial. Sin embargo, su 
implementación plantea serios desafíos en términos de transparencia, sesgos algorítmicos y 
vulneración de derechos fundamentales. Este artículo analiza los impactos de la IA en el derecho 
penal y los derechos humanos, destacando la necesidad de un marco regulador ético y garantista 
que equilibre innovación y justicia. Se propone un modelo de supervisión y auditoría de algoritmos, 
así como el uso de IA como herramienta de apoyo y no como único criterio en la toma de decisiones 
judiciales.  

Palabras clave: Inteligencia artificial, derecho penal, derechos humanos, regulación ética, justicia 
automatizada.  

Abstract 

The development of artificial intelligence (AI) has transformed criminal law and the administration 
of justice. From crime prediction to automated judicial decision-making, AI offers opportunities to 
improve the efficiency of the judicial system. However, its implementation poses serious challenges 
in terms of transparency, algorithmic biases and infringement of fundamental rights. This article 
analyses the impacts of AI on criminal law and human rights, highlighting the need for an ethical 
regulatory framework that balances innovation and justice. It proposes a model for monitoring and 
auditing algorithms, as well as the use of AI as a support tool and not as the sole criterion in judicial 
decision-making. 

Keywords: Artificial intelligence, criminal law, human rights, ethical regulation, automated justice. 
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1. Introducción 
La IA ha permitido avances significativos en el 
análisis predictivo del crimen y en 
herramientas de identificación biométrica. 
Por ejemplo, puede procesar grandes 
volúmenes de datos para detectar patrones 
delictivos y predecir posibles crímenes, lo que 
permite una mejor asignación de recursos 
policiales y la optimización de estrategias de 
prevención (Ferguson, 2017). En el caso del 
reconocimiento facial, ha sido implementado 
en varios países para identificar sospechosos y 
resolver casos complejos, aunque su uso ha 
suscitado preocupaciones sobre la privacidad 
y los derechos fundamentales (Garvie, 
Bedoya, & Frankle, 2016). 

Sin embargo, el uso de la IA en el derecho 
penal también conlleva riesgos significativos 
como la falta de transparencia en la toma de 
decisiones de los algoritmos, ya que muchos 
de estos sistemas funcionan como "cajas 
negras", dificultando la comprensión de cómo 
llegan a determinadas conclusiones 
(Pasquale, 2015). En el ámbito judicial, esto es 
un desafío para la garantía del debido 
proceso, ya que las decisiones en los 
procedimientos penales deben ser justificadas 
y comprensibles para los ciudadanos. De igual 
manera, la automatización de decisiones 
judiciales sin supervisión humana adecuada 
puede llevar a errores que vulneren derechos 
fundamentales como la presunción de 
inocencia y el derecho a un juicio justo. 

Otro riesgo emergente es su uso indebido 
para la comisión de delitos, tales como la 
generación de deepfakes y la suplantación de 
identidad digital; herramientas que pueden 
ser utilizadas para manipular pruebas, 
difundir desinformación o cometer fraudes 
informáticos de difícil detección (Chesney & 
Citron, 2019). La sofisticación de estos 
ataques hace que la persecución penal de 
estos delitos sea un desafío, ya que se 
requiere la adaptación de normativas para 
abordar estas nuevas formas de criminalidad. 
En este sentido, resulta crucial establecer 
mecanismos regulatorios que equilibren el 

desarrollo tecnológico con la protección de los 
derechos humanos, evitando que la IA se 
convierta en un instrumento de vulneración 
de garantías fundamentales. 

La implementación de la IA en diversos 
ámbitos plantea desafíos significativos para 
los derechos humanos, especialmente en 
términos de privacidad, debido proceso y 
discriminación. Uno de los principales riesgos 
es la vulneración del derecho a la privacidad, 
donde las tecnologías de IA para el 
reconocimiento facial y la vigilancia masiva 
permiten la recopilación y análisis de grandes 
volúmenes de datos personales sin el 
consentimiento adecuado, lo que puede 
conducir a una vigilancia intrusiva y no 
autorizada de individuos y comunidades. La 
Oficina del Alto Comisionado de las Naciones 
Unidas para los Derechos Humanos (ACNUDH) 
ha señalado que las deducciones y actividades 
de seguimiento realizadas por herramientas 
de IA plantean graves interrogantes sobre la 
privacidad y la protección de datos. (Oficina 
del Alto Comisionado de las Naciones Unidas 
para los Derechos Humanos, 2021). 

En cuanto al debido proceso, la opacidad de 
muchos sistemas de IA dificulta la 
comprensión de cómo se toman las decisiones 
algorítmicas, lo que puede llevar a 
comprometer la capacidad de los individuos 
para impugnar decisiones que afectan sus 
derechos, ya que no pueden entender ni 
cuestionar adecuadamente el proceso.  

La discriminación es otro desafío crítico 
asociado con la IA; los algoritmos pueden 
perpetuar o incluso amplificar sesgos 
existentes si se entrenan con datos que 
reflejan prejuicios sociales. Esto puede 
resultar en decisiones discriminatorias en 
áreas como la contratación laboral, la 
concesión de créditos o la aplicación de la ley. 
Un artículo en Ius et Scientia señala que uno 
de los riesgos más importantes del 
aprendizaje automático es la posibilidad de 
amplificar la discriminación y los sesgos 
existentes contra ciertos grupos (González 
Fuster, 2021). 
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Para mitigar estos riesgos, es fundamental 
establecer marcos regulatorios que 
promuevan la transparencia, la rendición de 
cuentas y la equidad en el desarrollo y la 
implementación de sistemas de IA. Esto 
incluye la realización de evaluaciones de 
impacto en derechos humanos antes de la 
implementación de tecnologías de IA, la 
supervisión continua de su funcionamiento y 
la garantía de que existan mecanismos 
efectivos para que los individuos puedan 
impugnar decisiones automatizadas que 
afecten sus derechos.  

El objetivo del artículo es ofrecer una reflexión 
crítica sobre la incorporación de la IA en el 
ámbito penal, identificando sus beneficios y 
riesgos desde una perspectiva de derechos 
humanos. Se busca explorar cómo la IA puede 
contribuir a la mejora del sistema de justicia 
penal sin comprometer garantías 
fundamentales, donde se propongan 
soluciones que permitan equilibrar 
innovación y protección de derechos. Para 
ello, se analizarán los principales desafíos 
asociados a su uso, incluyendo la falta de 
transparencia en los algoritmos, el riesgo de 
discriminación algorítmica y la necesidad de 
establecer marcos normativos adecuados.  

Asimismo, se plantearán estrategias para 
mitigar estos problemas, tales como la 
creación de auditorías independientes de 
sistemas de IA, la implementación de 
principios de transparencia, la explicación de 
su diseño, y el fortalecimiento de la 
supervisión judicial en los procesos 
automatizados.  
 

2. El papel de la IA en la justicia penal 
La integración de la IA en la justicia penal ha 
generado un debate académico significativo 
centrado en sus aplicaciones y las 
implicaciones éticas y legales que conlleva. 
Según Miró (2018), la IA se emplea en labores 
policiales para la prevención del crimen 
mediante el análisis de grandes volúmenes de 
datos que permiten identificar patrones 
delictivos y predecir posibles conductas 

criminales. Esta capacidad predictiva facilita 
una asignación más eficiente de los recursos 
policiales y una respuesta proactiva ante el 
delito. 

Sin embargo, la aplicación de la IA en el 
ámbito penal plantea desafíos significativos 
en cuanto a la protección de los derechos 
fundamentales. Hernández (2019) advierte 
sobre los riesgos de discriminación 
algorítmica, donde los sesgos presentes en los 
datos utilizados para entrenar los sistemas de 
IA pueden perpetuar o incluso amplificar 
desigualdades existentes, lo que afecta 
desproporcionadamente a ciertos grupos 
sociales, dificulta la transparencia y la 
rendición de cuentas en la toma de decisiones 
judiciales (Liz, 2024; 2018). 

Ante estos desafíos, es imperativo establecer 
marcos regulatorios que guíen el uso ético y 
responsable de la IA en la justicia penal. 
Balcells (2020) propone la implementación de 
auditorías independientes de los algoritmos y 
la creación de organismos de supervisión que 
velen por la equidad y la transparencia en la 
aplicación de estas tecnologías; y enfatiza 
también la necesidad que la IA actúe como 
una herramienta de apoyo para los 
operadores jurídicos, sin sustituir el juicio 
humano.  
 

2.1. Vigilancia y reconocimiento facial 

El uso de la IA en la vigilancia y el 
reconocimiento facial ha experimentado un 
crecimiento notable en los últimos años, 
especialmente en el ámbito de la justicia 
penal. Estas tecnologías permiten la 
identificación y seguimiento de individuos en 
tiempo real, facilitando la labor de las fuerzas 
de seguridad en la prevención y resolución de 
delitos. Sin embargo, su implementación 
plantea desafíos en términos de privacidad, 
precisión y equidad; lo que evidencia la 
existencia de beneficios, pero también 
grandes limitaciones. 

Un aspecto crítico es la precisión de los 
sistemas de reconocimiento facial, 
investigaciones previas han demostrado que 
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estos sistemas pueden presentar tasas de 
error más altas en la identificación de 
personas pertenecientes a minorías étnicas y 
mujeres, lo que puede conducir a detenciones 
injustas y perpetuar sesgos existentes en la 
sociedad.  

Por ejemplo, el estudio publicado en Science 
Advances encontró que los algoritmos de 
reconocimiento facial tenían tasas de error 
significativamente más altas al identificar a 
personas de piel más oscura en comparación 
con individuos de piel más clara (Buolamwini 
& Gebru, 2018).  

Además de las preocupaciones sobre 
precisión y sesgo, el uso de tecnologías de 
vigilancia basadas en IA plantea interrogantes 
sobre la erosión de la privacidad y las 
libertades civiles. La capacidad de monitorear 
y registrar movimientos de individuos en 
espacios públicos y privados sin su 
consentimiento explícito puede generar la 
sensación de vigilancia constante, lo que 
incide en el comportamiento y autonomía de 
las personas.  

Un artículo publicado por Big Data & Society 
argumenta que la implementación de 
sistemas de vigilancia masiva puede llevar a 
una normalización de la vigilancia estatal, 
reduciendo la resistencia pública y la 
conciencia sobre las implicaciones para los 
derechos civiles (Brayne, 2017). 

Para mitigar estos desafíos, es esencial 
establecer marcos regulatorios y éticos que 
guíen el desarrollo y uso de tecnologías de 
vigilancia y reconocimiento facial, la 
implementación de evaluaciones de impacto 
en la privacidad, la transparencia en los 
algoritmos utilizados y la garantía de 
mecanismos de rendición de cuentas.  

La Unión Europea ha propuesto regulaciones 
que restringen el uso de sistemas de 
reconocimiento facial en espacios públicos, 
enfatizando la necesidad de salvaguardar los 
derechos fundamentales de los ciudadanos 
(European Commission, 2021), iniciativa que 
busca equilibrar los beneficios de la tecnología 
con la protección de los derechos humanos. 

2.2. Predicción del crimen y toma de 
decisiones judiciales  

En la predicción del crimen, la IA se utiliza para 
analizar grandes volúmenes de datos 
históricos y actuales con el fin de identificar 
patrones y tendencias delictivas. Mediante el 
empleo de algoritmos de aprendizaje 
automático, es posible prever áreas y 
momentos con mayor probabilidad de 
actividad criminal, lo que permite a las fuerzas 
del orden optimizar la asignación de recursos 
y planificar estrategias preventivas más 
efectivas.  

Un estudio reciente de Mandalapu et al (2023) 
destaca que la aplicación de técnicas de 
aprendizaje profundo ha mejorado la 
precisión en la predicción de delitos 
específicos, como robos y asaltos, al 
considerar variables como ubicación 
geográfica, hora del día y datos 
socioeconómicos. 

Sin embargo, la implementación de estos 
sistemas no está exenta de críticas; uno de los 
principales desafíos es el riesgo de perpetuar 
sesgos existentes en los datos utilizados para 
entrenar los algoritmos.  

Si los datos históricos reflejan prácticas 
policiales discriminatorias o prejuicios 
sociales, los modelos predictivos pueden 
reforzar estas disparidades, generando una 
vigilancia desproporcionada hacia 
comunidades marginadas; en palabras de 
Scantamburlo et al (2018) la dependencia 
excesiva en la predicción algorítmica puede 
llevar a la estigmatización de ciertas áreas o 
grupos, sin abordar las causas subyacentes del 
crimen.  

2.3. Toma de decisiones judiciales 

La IA también ha sido empleada para asistir en 
la evaluación de riesgos y la determinación de 
sentencias. Herramientas como COMPAS en 
Estados Unidos analizan factores relacionados 
con el historial criminal y características 
personales para estimar la probabilidad de 
reincidencia de un acusado. Estas 
evaluaciones pueden influir en decisiones 
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sobre libertad condicional, fianzas y 
sentencias, esto facilita una administración de 
justicia más objetiva y consistente. La 
investigación de Bertalan & Ruiz (2022) ha 
explorado el uso de modelos de atención en el 
procesamiento del lenguaje natural para 
predecir resultados judiciales, analizando 
textos legales y precedentes para identificar 
patrones decisionales. 

No obstante, la delegación de decisiones 
judiciales a sistemas de IA plantea 
preocupaciones sobre la transparencia y la 
rendición de cuentas; ya que los algoritmos 
utilizados a menudo son poco transparentes y 
dificulta comprender cómo se llegan a ciertas 
conclusiones. Esto puede socavar la confianza 
en el sistema judicial y plantea interrogantes 
sobre la equidad, especialmente si los 
modelos incorporan sesgos implícitos; por 
tanto, puede reducir la consideración de 
circunstancias atenuantes o contextuales que 
son fundamentales en la justicia penal (Chén, 
2022). 

2.4. Oportunidades y riesgos: eficiencia vs. 
vulneración de derechos 

La integración de la IA en el ámbito del 
derecho penal también ha generado un 
debate significativo en torno a su eficiencia y 
las posibles vulneraciones de los derechos 
humanos. Por un lado, la IA promete optimizar 
procesos judiciales, mejorar la precisión en la 
toma de decisiones y reducir la carga de 
trabajo en los tribunales, y por otro, surgen 
preocupaciones sobre la equidad, la 
transparencia y el respeto a las garantías 
procesales fundamentales. 

En el proceso penal plantea riesgos 
significativos para los derechos humanos por 
el desconocimiento en la generación del 
algoritmo, lo que dificulta la comprensión de 
los criterios utilizados en la toma de 
decisiones, lo que vulnera el derecho al 
debido proceso y a una defensa efectiva. La 
dependencia de datos históricos para 
entrenar estos sistemas también puede 
perpetuar o incluso amplificar sesgos y 
discriminaciones existentes, lo que puede 

incidir desproporcionadamente en los 
procesos aplicados a ciertos grupos sociales. 
Al respecto, el Parlamento Europeo ha 
destacado el potencial de sesgo y 
discriminación derivado del uso de 
aplicaciones de IA, especialmente en lo que 
respecta a los algoritmos en los que se basan 
dichas aplicaciones . 

La tensión entre eficiencia y garantías 
procesales es evidente; mientras que la IA 
puede agilizar procedimientos, existe el riesgo 
que dicha celeridad comprometa derechos 
fundamentales como la presunción de 
inocencia y el derecho a un juicio justo. 

Para mitigar estos riesgos, es esencial 
establecer marcos regulatorios que aseguren 
la transparencia, la rendición de cuentas y la 
supervisión humana en la aplicación de la IA 
en el ámbito penal. La Alta Comisionada de las 
Naciones Unidas para los Derechos Humanos 
ha enfatizado que las tecnologías de IA deben 
estar fundamentadas en los derechos 
humanos, y aquellas que no puedan operar en 
cumplimiento con la normativa internacional 
deben ser prohibidas o suspendidas hasta que 
se implementen protecciones adecuadas. 

3. Desafíos para los Derechos 
Humanos 

3.1. Privacidad: vigilancia masiva y 
protección de datos 

Respecto a los sistemas de vigilancia masiva y 
la gestión de datos personales, la IA ha 
generado preocupaciones significativas en 
relación con la protección de los derechos 
humanos; aunque ofrecen beneficios en 
términos de seguridad y eficiencia, plantean 
críticos que requieren un análisis profundo y 
una regulación adecuada (Gómez,2013). 

Uno de los principales desafíos radica en la 
capacidad de la IA para realizar una vigilancia 
masiva sin precedentes, ello a través de 
sistemas avanzados de reconocimiento facial 
y análisis de comportamiento que le permiten 
monitorear y analizar las actividades de 
individuos en tiempo real, lo que puede 
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conducir a una erosión de la privacidad y a la 
restricción de libertades fundamentales.  

La recopilación y el procesamiento de grandes 
volúmenes de datos personales por parte de 
estos sistemas plantean riesgos significativos 
para la protección de datos, la falta de 
transparencia en los algoritmos y la opacidad 
en el manejo de la información posiblemente 
dificulten que los individuos comprendan 
cómo se utilizan sus datos y con qué fines.  

Esto puede derivar en una vulneración del 
derecho a la privacidad y también posibles 
abusos por una discriminación algorítmica. 
Estudios de Brayne (2017; Delgado, Jímenez y 
Cremades, 2019; Gangi 2023) destacan la 
implementación de sistemas de vigilancia 
masiva como un motivo de normalización de 
la vigilancia estatal, por lo que es necesario 
abordar los desafíos que plantean estas 
tecnologías desde una perspectiva de 
derechos humanos, ello para robustecer la 
protección de los derechos humanos en la era 
digital.  

3.2. Debido proceso: transparencia y 
explicaciones en decisiones 
automatizadas 

La automatización de decisiones judiciales 
mediante algoritmos puede comprometer 
principios esenciales como la presunción de 
inocencia, el derecho a un juicio justo y la 
igualdad ante la ley. La opacidad de estos 
sistemas dificulta la comprensión de los 
criterios utilizados en la toma de decisiones, lo 
que también puede vulnerar el derecho a una 
defensa efectiva.  

La falta de transparencia en los algoritmos de 
IA impide que los acusados y sus defensores 
comprendan cómo se han evaluado las 
pruebas o se ha determinado la culpabilidad; 
lo cual socava la posibilidad de impugnar 
decisiones basadas en errores o sesgos 
algorítmicos contrario al principio de 
contradicción y al derecho a un recurso 
efectivo.  

La implementación de la IA en el sistema 
judicial plantea interrogantes adicionales 

sobre la responsabilidad y la rendición de 
cuentas. En el caso de errores judiciales 
derivados de decisiones algorítmicas, 
resultaría complejo determinar 
responsabilidades: el desarrollador del 
algoritmo, la entidad que lo implementa o el 
juez que confía en sus resultados. Esta 
ambigüedad puede generar una falta de 
confianza en el sistema judicial y vulnerar el 
derecho de las personas a ser juzgadas por 
tribunales competentes e imparciales.  

La utilización de la IA en procedimientos 
judiciales puede afectar la igualdad de armas 
entre las partes; las instituciones con mayores 
recursos pueden acceder a tecnologías más 
avanzadas, lo que les permite obtener 
ventajas indebidas en litigios, lo cual 
contraviene el principio de igualdad ante la ley 
y puede resultar en decisiones injustas, lo que 
incrementa las brechas de poder y recursos en 
el sistema judicial. 

Para mitigar estos desafíos es esencial 
desarrollar marcos legales y éticos que 
regulen el uso de la IA en el sistema judicial, la 
implementación de evaluaciones de impacto 
en los derechos humanos, la garantía de 
transparencia en los algoritmos y la 
supervisión humana en la toma de decisiones. 
La Unión Europea ha propuesto regulaciones 
que restringen el uso de sistemas de IA en 
procedimientos judiciales, enfatizando la 
necesidad de salvaguardar los derechos 
fundamentales de los ciudadanos. 

3.3. Discriminación algorítmica: sesgos en la 
aplicación de la IA. 

Como se ha señalado, uno de los principales 
problemas derivados de la aplicación de la IA 
es el riesgo de perpetuidad y amplificación de 
las desigualdades ya existentes, esto parte del 
hecho que, la IA, es entrenada con datos 
históricos que pueden internalizar y 
reproducir prejuicios presentes y/o 
preexistentes en dichos datos.  

Un estudio realizado por la agencia de noticias 
de New York Pro-Publica reveló que el 
software COMPAS, utilizado en Estados 
Unidos para evaluar la probabilidad de 
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reincidencia, tendía a sobreestimar el riesgo 
en individuos afroamericanos y a subestimar 
el mismo en individuos caucásicos. Este tipo 
de sesgos no solo compromete la equidad del 
sistema judicial, sino que también vulnera 
derechos fundamentales como la presunción 
de inocencia y el derecho a un juicio justo.  

La falta de transparencia en los procesos de 
toma de decisiones automatizadas impide que 
los afectados comprendan las razones detrás 
de ciertas determinaciones, lo que vulnera el 
derecho a la información y limita la posibilidad 
de impugnar decisiones injustas. 

Es crucial reconocer que los sesgos en la IA no 
son meramente fallos técnicos, son reflejos de 
desigualdades estructurales ya existentes en 
la sociedad, por lo tanto, abordar estos 
desafíos requiere una aproximación 
multidisciplinaria que combine soluciones 
técnicas con reformas sociales y jurídicas para 
garantizar una gobernanza adecuada, 
cooperación para defender los derechos y 
reducir las desigualdades en el contexto de la 
IA (Ricaurte, 2024). 

4. Regulación y propuestas de solución 

4.1. Vacíos legales en la normativa Española 
y Europea 

La rápida evolución de la IA ha superado la 
capacidad de las normativas españolas y 
europeas para regular adecuadamente su 
desarrollo y aplicación, generando vacíos 
significativos que afectan la seguridad jurídica 
y la protección de derechos fundamentales. 
Uno de los principales problemas radica en la 
falta de una definición clara y precisa de lo que 
constituye la IA.  

Al respecto, la propuesta de Reglamento de la 
Unión Europea sobre IA ofrece una definición 
amplia que podría dar lugar a interpretaciones 
diversas, dificultando la identificación y 
regulación de sistemas específicos. Esta 
ambigüedad afecta la toma de decisiones en 
relación con la responsabilidad civil y penal, lo 
que es especialmente preocupante en 
sectores como el transporte autónomo y la 
automatización industrial (Xavier, 2023).  

Si un vehículo autónomo provoca un 
accidente, por ejemplo, no existe una 
normativa clara que determine si la 
responsabilidad recae en el fabricante, el 
propietario del vehículo o el desarrollador del 
software, lo que puede dificultar la 
compensación de las víctimas y la correcta 
asignación de responsabilidades (El-Kadi, 
2025). También la creciente capacidad de la IA 
para influir en el comportamiento humano 
mediante técnicas de persuasión subliminal o 
manipulación de la información plantea serias 
preocupaciones éticas y legales. Conceptos 
emergentes como los neuroderechos, que 
buscan proteger la integridad mental y la 
autonomía individual, aún no están recogidos 
en la legislación europea, dejando un vacío en 
la protección contra posibles abusos que 
podrían derivarse de tecnologías avanzadas 
como el reconocimiento facial y la vigilancia 
masiva (Alonso, 2021). 

El aspecto de la protección de datos y la 
privacidad es un vacío, un ámbito donde la 
actual normativa, como el Reglamento 
General de Protección de Datos (RGPD), 
resulta insuficiente ante los desafíos que 
plantea la IA. Los sistemas de IA procesan 
grandes volúmenes de datos personales con el 
fin de optimizar su funcionamiento, muchas 
veces sin el consentimiento explícito de los 
individuos, lo que podría vulnerar gravemente 
su privacidad. En palabras de Mandalapu et al 
(2023), la capacidad de la IA para generar 
deepfakes complica aún más la protección de 
la imagen y la reputación de las personas, 
especialmente en contextos judiciales y de 
seguridad pública (Delgado, 2023).  

En el ámbito de la vigilancia, el uso de sistemas 
de reconocimiento facial por parte de 
entidades públicas y privadas ha generado 
otra controversia, ya que estas tecnologías 
operan en un vacío normativo que no 
establece límites claros sobre el equilibrio 
entre la seguridad pública y la protección de 
derechos individuales (Delgado, Mazurier y 
Paya, 2019).  

La falta de regulación específica en este 
campo podría llevar a prácticas invasivas que 
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vulneren libertades fundamentales, como la 
libertad de expresión y el derecho a la 
intimidad. La Unión Europea ha comenzado a 
debatir regulaciones que limiten el uso de 
estas tecnologías en espacios públicos, pero la 
falta de consenso en torno a su aplicación 
efectiva sigue representando un obstáculo 
para la implementación de normativas 
adecuadas. 

4.2. ¿Quién es responsable en delitos 
facilitados por la IA? 

La atribución de responsabilidad en delitos 
facilitados por la IA constituye un desafío 
jurídico de creciente complejidad. 
Tradicionalmente, el derecho penal se ha 
centrado en la imputación de conductas 
delictivas a personas físicas o jurídicas con 
capacidad de acción y voluntad. Sin embargo, 
la irrupción de sistemas de IA capaces de 
operar de manera autónoma y de aprender de 
su entorno ha generado situaciones en las que 
no existe una intervención humana directa en 
la comisión del delito, complicando la 
identificación del sujeto responsable (El Kadi, 
2025).  

Un ejemplo ilustrativo es el caso ocurrido en 
Hungría en 2019, donde se utilizó una IA para 
simular la voz de un CEO y solicitar un 
depósito urgente a una empresa para que 
transfiriera una suma considerable de dinero 
(Hildebrandt, 2022). Este incidente plantea 
interrogantes sobre quién debe ser 
considerado responsable: el desarrollador de 
la IA, el usuario que la implementó o la propia 
entidad que sufrió el engaño por falta de 
medidas de seguridad adecuadas.  

De acuerdo con El-Kadi (2025), la creciente 
autonomía de los algoritmos dificulta la 
aplicación de principios tradicionales del 
derecho penal, pues la imprevisibilidad de la 
IA rompe con el concepto clásico de dolo y 
culpa, elementos esenciales para la 
imputación de responsabilidad. 

Desde una perspectiva jurídica, la 
responsabilidad penal en estos casos podría 
analizarse desde diferentes enfoques; por un 
lado, se podría considerar la responsabilidad 

de los desarrolladores de la IA si se demuestra 
que diseñaron el sistema con deficiencias que 
facilitaron su uso delictivo; sin embargo, esta 
imputación requeriría probar una negligencia 
grave o dolo en el diseño, lo cual es complejo 
debido a la naturaleza autónoma y evolutiva 
de la IA. Por otro lado, los usuarios que 
emplean la IA con fines delictivos podrían ser 
considerados autores directos del delito, 
especialmente si se evidencia una intención 
clara de utilizar la tecnología para cometer 
ilícitos. Un ejemplo de ello es el uso de 
deepfakes para crear contenido sexual no 
consentido, como ocurrió en España en 2023, 
donde menores manipularon imágenes de 
compañeras de colegio utilizando IA, 
generando un debate sobre la tipificación 
penal de estas conductas (El País, 2024).  

Según González-Cuellar (2023), la 
proliferación de estos delitos evidencia la 
necesidad de reformular el concepto de 
autoría en el derecho penal, ya que la IA ha 
cambiado la relación entre el individuo y la 
acción delictiva, diluyendo los límites 
tradicionales de la responsabilidad. 

La cuestión se complica aún más cuando la IA 
actúa de manera impredecible, sin una 
programación específica para cometer 
delitos. En estos casos, la imputación de 
responsabilidad se difumina, ya que ni los 
desarrolladores ni los usuarios pueden prever 
o controlar completamente las acciones de la 
IA. Algunos juristas proponen la creación de 
un marco normativo que establezca una 
responsabilidad objetiva para los operadores 
de sistemas de IA, similar a la responsabilidad 
de las personas jurídicas, donde se les exigiría 
implementar medidas de control y supervisión 
adecuadas para prevenir conductas delictivas 
(Revista IUS, 2022).  

Este enfoque busca equilibrar la promoción de 
la innovación tecnológica con la necesidad de 
proteger a la sociedad de los posibles riesgos 
asociados con la IA. En este sentido, Wachter 
et al (2018;2021) han defendido la 
importancia de introducir auditorías 
obligatorias para algoritmos de IA en sectores 
críticos, a fin de garantizar que los sistemas no 
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sean utilizados de manera malintencionada o 
con fines delictivos. 

Otro aspecto relevante es la consideración de 
la IA como posible sujeto de derecho; aunque 
actualmente la IA carece de personalidad 
jurídica y, por ende, no puede ser penalmente 
responsable, se ha debatido la posibilidad de 
otorgarle un estatus jurídico especial que 
permita atribuirle cierta responsabilidad. 
Hildebrandt (2022) señala que este 
planteamiento enfrenta desafíos 
significativos, ya que implicaría reconocer a la 
IA como un ente con capacidad de acción y 
voluntad, lo cual contradice su naturaleza 
como herramienta creada y controlada por 
humanos (Morán, 2021).  

Sancionar a una IA carecería de sentido 
práctico, ya que no experimenta sufrimiento 
ni puede ser disuadida mediante penas. Por lo 
tanto, la responsabilidad debería recaer en las 
personas o entidades que diseñan, 
implementan y supervisan estos sistemas. La 
idea de conceder autonomía jurídica a la IA es 
una falacia, ya que, en última instancia, 
cualquier decisión que tome un algoritmo está 
condicionada por las reglas establecidas por 
su creador (Luque, Payá y Rodríguez, 2024). 

La regulación actual en muchos países, 
incluido España, no contempla de manera 
específica la responsabilidad penal por delitos 
facilitados por la IA. El Código Penal español, 
por ejemplo, no prevé la imputación de 
responsabilidad a sistemas de IA, lo que 
genera un vacío legal en situaciones donde la 
tecnología desempeña un papel central en la 
comisión del delito (El Derecho, 2024).  

Esta laguna normativa plantea la necesidad de 
actualizar el marco legal para abordar los 
desafíos que presenta la IA en el ámbito penal, 
estableciendo criterios claros para la 
imputación de responsabilidad y las medidas 
de prevención necesarias. Como señala 
Pagallo (2020), la clave para abordar este 
problema radica en el diseño de normativas 
que no solo establezcan sanciones, sino que 
también incentiven buenas prácticas en el 
desarrollo de IA, fomentando la 

implementación de mecanismos de control y 
supervisión que minimicen riesgos. 

La determinación de responsabilidad en 
delitos facilitados por la IA requiere un 
enfoque multidisciplinario que combine el 
análisis jurídico con el entendimiento técnico 
de la tecnología. Es esencial desarrollar un 
marco normativo que establezca obligaciones 
claras para los desarrolladores, operadores y 
usuarios de sistemas de IA, garantizando que 
se implementen medidas de seguridad y 
supervisión adecuadas (Mazurier, Delgado y 
Payá, 2019) .  

Asimismo, es fundamental fomentar la 
investigación y el debate académico sobre 
este tema, promoviendo la colaboración entre 
juristas, ingenieros y expertos en ética para 
abordar de manera integral los desafíos que 
plantea la IA en el ámbito penal. Como 
concluyen Zarsky y Weerts (2023), la 
regulación efectiva de la IA no solo debe 
centrarse en la asignación de responsabilidad 
ex post, sino que debe priorizar la prevención 
y la rendición de cuentas en todas las fases del 
desarrollo y uso de estos sistemas (Martino y 
Merenda, 2021). 

4.3. Propuesta de supervisión y auditoría de 
algoritmos 

La supervisión y auditoría de algoritmos en 
sistemas de IA son procesos esenciales para 
garantizar que estas tecnologías operen de 
manera ética, transparente y conforme a la 
normativa vigente. La auditoría algorítmica 
implica una evaluación exhaustiva de los 
algoritmos, abarcando desde el tipo de datos 
que utilizan hasta el impacto de sus decisiones 
en distintos grupos sociales.  

Este proceso no solo verifica el cumplimiento 
legal, sino que también identifica riesgos 
asociados a su aplicación, permitiendo 
implementar correcciones cuando sea 
necesario. 

Un ejemplo concreto de auditoría algorítmica 
se encuentra en el ámbito de los motores de 
búsqueda de hoteles, donde la Comisión 
Australiana de Competencia y Consumo 
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(ACCC) llevó a cabo una auditoría de un 
popular motor de búsqueda de hoteles y 
descubrió que el algoritmo favorecía 
injustamente a los hoteles que pagaban 
comisiones más altas en su sistema de 
clasificación. Este hallazgo permitió a la ACCC 
intervenir y exigir modificaciones en el 
algoritmo para garantizar una competencia 
justa y proteger los derechos de los 
consumidores. 

En España, se han dado pasos significativos 
hacia la supervisión de la IA con la creación de 
la Agencia Española de Supervisión de la 
Inteligencia Artificial (AESIA). Esta entidad 
autónoma tiene como objetivo supervisar, 
asesorar y formar en el uso y desarrollo 
adecuado de los sistemas de IA, con especial 
énfasis en los algoritmos (Payá y Delgado, 
2017; Guthrie, 2017). Además de funciones de 
inspección y sanción, la AESIA busca minimizar 
los riesgos asociados al uso de estas 
tecnologías, asegurando su desarrollo ético y 
responsable 

4.4. Propuesta de uso de la IA como 
herramienta de apoyo y no como único 
criterio judicial 

Es ampliamente aceptado que la IA debe 
servir como una herramienta de apoyo para 
los sistemas judiciales, complementando su 
labor sin reemplazar el juicio humano. Esta 
perspectiva se basa en la necesidad de 
mantener la imparcialidad, la equidad y la 
justicia en los procesos judiciales, valores que 
son intrínsecamente humanos y que la IA, por 
sí sola, no puede garantizar. 

Un ejemplo que ilustra los riesgos de 
depender exclusivamente de la IA en 
decisiones judiciales se aprecia en el estudio 
de Guevara et al. (2024), donde señala que un 
juez en Colombia utilizó ChatGPT, una 
herramienta de IA, para resolver una tutela 
relacionada con los derechos de un niño con 
autismo. Aunque la decisión final fue 
favorable para el demandante, el uso de la IA 
sin una supervisión adecuada generó 
controversia y llevó a la Corte Constitucional a 
enfatizar que los jueces no deben delegar sus 

responsabilidades en sistemas de IA y deben 
transparentar su uso en los procesos 
judiciales. 

Este incidente subraya la importancia de 
utilizar la IA como un complemento en el 
proceso judicial, aportando eficiencia en el 
análisis de grandes volúmenes de información 
y en la identificación de patrones que pueden 
ser útiles para los jueces.  

Sin embargo, la decisión final debe recaer 
siempre en el juez, quien posee la capacidad 
de interpretar la ley con sensibilidad y 
comprensión del contexto humano, 
elementos que la IA aún no puede replicar. 
Además, es esencial establecer marcos 
regulatorios claros que guíen el uso de la IA en 
el ámbito judicial, asegurando que su 
implementación respete los derechos 
fundamentales y mantenga la integridad del 
sistema de justicia (Payá, 2023; Rodríguez, 
Payá y Peña, 2023; Sanz et al, 2024). 

5. Conclusiones 
La irrupción de la IA en el derecho penal ha 
representado un punto de inflexión en la 
evolución de los sistemas jurídicos 
contemporáneos. Su aplicación ha permitido 
avances sin precedentes en la predicción del 
crimen, la gestión de pruebas digitales y la 
optimización de los procesos judiciales, lo que 
ha transformado profundamente la 
administración de justicia  

La automatización de ciertos procedimientos 
y la capacidad analítica de los sistemas de IA 
han agilizado la toma de decisiones y han 
mejorado la capacidad de los operadores 
jurídicos para gestionar grandes volúmenes 
de información de manera eficiente.  

No obstante, la creciente dependencia de 
estos sistemas plantea desafíos estructurales 
que trascienden el ámbito tecnológico y 
afectan directamente la configuración misma 
del derecho penal.  

El principio de culpabilidad, la presunción de 
inocencia y la proporcionalidad de las penas, 
pilares fundamentales de la teoría penal, 
podrían verse erosionados si la IA no es 
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implementada dentro de un marco de 
garantías y con los debidos controles 
institucionales (Thamer et al ., 2024).  

La celeridad y eficiencia que prometen estos 
sistemas no pueden sustituir el rigor y la 
prudencia inherentes a la labor judicial, ya que 
el derecho penal no solo se fundamenta en el 
análisis racional de los hechos, sino también 
en una dimensión ética y humanista que la IA, 
por su propia naturaleza, hasta ahora, no es 
capaz de replicar. 

Resulta ineludible reflexionar sobre la 
imperiosa necesidad de establecer un 
equilibrio entre el desarrollo tecnológico y la 
protección de los derechos humanos (Grigore, 
2022).  

La IA, aunque dotada de capacidades 
predictivas y analíticas extraordinarias, no 
debe convertirse en un mecanismo que 
vulnere las garantías procesales de los 
individuos ni que comprometa la igualdad 
ante la ley. La automatización de ciertos 
procedimientos, si no se somete a un control 
adecuado, podría generar decisiones 
discriminatorias o arbitrarias, afectando de 
manera desproporcionada a determinados 
colectivos vulnerables y erosionando la 
confianza en la administración de justicia. La 
justicia penal no puede convertirse en un 
sistema mecanicista donde los algoritmos 
determinen el destino de las personas sin 
considerar la complejidad de cada caso y la 
singularidad de las circunstancias individuales.  

Los avances tecnológicos deben estar 
subordinados a un marco ético que garantice 
que la IA no sea utilizada como un 
instrumento de exclusión ni como una 
herramienta que reproduzca sesgos 
estructurales presentes en la sociedad. La 
equidad y la proporcionalidad deben 
prevalecer sobre cualquier criterio de 
eficiencia algorítmica, pues el derecho penal 
no es únicamente una cuestión de cálculo y 
optimización, sino un sistema normativo que 
debe garantizar la dignidad y la libertad de 
todos los ciudadanos. 

La necesidad de una regulación ética y 
garantista no es un mero imperativo técnico, 
sino un mandato esencial para la preservación 
del Estado de derecho. La incorporación de la 
IA en el ámbito penal no debe interpretarse 
como un fenómeno inevitable que deba ser 
aceptado sin reservas, sino como un proceso 
que exige una construcción normativa 
rigurosa y un debate profundo sobre sus 
implicaciones.  

La transparencia de los algoritmos, la 
auditabilidad de los sistemas y la 
responsabilidad de sus desarrolladores deben 
formar parte del andamiaje normativo que rija 
su implementación; de lo contrario, 
permanecerá latente el riesgo de consolidar 
un modelo de justicia en el que las decisiones 
judiciales sean opacas e inapelables, lo que 
atentaría directamente contra los principios 
fundamentales del debido proceso.  

El derecho penal, como expresión máxima del 
poder punitivo del Estado, no puede delegar 
su función en sistemas que carecen de 
sensibilidad moral ni de capacidad crítica, 
pues el juicio penal no es solo una cuestión de 
determinación factual, sino un acto de 
deliberación que debe ponderar valores, 
contextos y principios.  

Por ello, la regulación de la IA en el derecho 
penal debe partir de una visión garantista, en 
la que la tecnología sea un complemento y no 
un sustituto del razonamiento humano, y en 
la que los derechos fundamentales sean el eje 
rector de cualquier innovación jurídica.  
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